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Abstract

This proposal focuses on operation of the RIT Digital and Remote

Sensing Lab's synthetic image generation (DIRSIG) software model

within the 0.4 to 1.0 um wavelength region. The approach to this

study is two-fold. First, an improved method is established for

modeling reflectivity effects. This will include generating the

associated reflectivity database. Currently, DIRSIG permits only

ideal specular or ideal diffuse behavior. In a real scene, most

objects actually exhibit some mixture of specular and diffuse

behavior. The proposed treatment will essentially separate the

reflectance characteristics into specular nnd diffuse components

which vary as a function of view angle. Second, the performance of

DIRSIG in the visible region using the improved technique must be

evaluated. This will be accomplished by collecting truth data from

an actual scene and comparing it to data from a synthetically

generated image of the same scene. This evaluation will also serve

as a first overall assessment of the model's performance in this

wavelength region.

B y -------- --.. ... .. . .
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1. Introduction

This study focuses on operation of the RIT Digital and Remote

Sensing Lab's synthetic image generation (DIRSIG) software model

within the 0.4 to 1.0 um wavelength region. DIRSIG is a robust model

which generates a remotely viewed image by simulating the many

interactions affecting energy reaching the sensor. The model

provides for extensive treatment of the solar, atmospheric, target,

and sensor interactioiis.

Evaluations of DIRSIG operating in the thermal (8-14 um) and

midwave (3-5 um) infrared regions have been accomplished. These

studies highlight potential problems with how well the model

simulates radiance-surface interactions (reflectivity). These

difficulties are hard to isolate in the midwave and thermal IR

regions due to the complicating presence of surface emissions.

Therefore, improvements should be made and assessed by operation in

the visible region, where surface emissions do not exist. This study

is intended to set the groundwork for future enhancements in this

area.

Currently, DIRSIG only allows for ideal specular or ideal

diffuse reflectance behavior. In reality, most objects exhibit some

mixture of specular and diffuse characteristics which are dependent

on scene geometry. To improve DIRSIG, the treatment of reflectance

should account for the effects of scene geometry dependent, specular

and diffuse components. Much difficulty lies with actually aquiring

the values of the reflectivity components. Many models have been

developed over the years to describe reflectivity. Unfortunately,
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the literature doesn't contain any reflectance models that describe

the reflectivity as required by DIRSIG. DIRSIG's rendering

technique, as currently stands, requires view angle dependent

components used to modify ideal radiance-scene interactions.

The approach to this study is two-fold. First, an improved

method is established for modeling reflectivity effects. This will

include generating the associated reflectivity component database.

The reflectivity components will be determined by a practical

approximation method based on the established models. Second, the

performance of DIRSIG in the visible region using the improved

technique must be evaluated. This will be accomplished by collecting

truth data from an actual scene and comparing it to data from a

synthetically generated image of the same scene. This evaluation

will also serve as a first overall assessment of the model's

performance in this wavelength region.
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2. Objectives

The overall objectives of this thesis are to modify the DIRSIG

treatment of reflectivity and evaluate DIRSIG's performance in the

visible spectrum. As mentioned, DIRSIG was developed for operation

in the infrared region and therefore no visible region baseline

exists to compare the effects of modifications.

The hypothesis is that the modifications will

result in realistic radiance-surface interactions

within the scene and that any significant errors will

be attributable to other aspects of the model.

The following will be accomplished to meet the objectives:

First. Apply a modification to DIRSIG which provides a more

realistic treatment of reflectivity. This includes a method of

generating the required material type reflectivity values. The

DIRSIG modification, described in the approach section, is based on a

combination of theory and laboratory measurements.

Second. Obtain ground truth data by imaging an actual scene

from a fixed view angle with various solar illumination angles. This

entails establishing the actual scene, collecting the images,

measuring atmospheric effects, monitoring the environment, and

performing equipment calibrations.

Third. Generate material type reflectivity values required by

the modified DIRSIG algorithm to allow creation of synthetic images.

This includes laboratory measurements of truth scene samples.
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Fourth. Generate selected images of the ground truth scene

using the modified DIRSIG model.

Fifth. Evaluate the performance of the modified DIRSIG model by

comparing the generated images against the observed truth data.

Explore reasons for discrepancies by assessing inherent errors within

the overall DIRSIG model and the reflectivity component

characterizations. In light of performance and error assessment

results, discuss the value of various engineering trade-offs used

within DIRSIG. Finally, recommend where efforts should be focused to

further improve the quality of visible image generation.
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3. Background

3.1 Synthetic Image Generation Modeling

Today's information dependent society increasingly craves

imagery for many different applications. A major category of imagery

is of outdoor scenes recorded by a remote sensor. Under some

circumstances, it may be prohibitive to record the image of an actual

scene. Whether the prohibition is levied by money, time, or

accessibility constraints, there is a great need for the ability to

simulate realistic images. The creation of realistic artificial

images using detailed computer software algorithms, is referred to as

synthetic image generation (SIG). The degree of realism required of

SIG varies with the particular application of the imagery. For

instance, some applications may only require accurate spatial

information, while others may require accurate spatial and

radiometric detail.

3.1.1. Applications

Raqueno, et al (1991) describes various applications appropriate

for SIG techniques. One example is resource management, where images

from remote sensors are used to assess a particular phenomenon

occurring over large areas. Simulations can be used to 'pre-fly' a

target to determine the best geometry and environmental conditions

for observing the phenomenon of interest. The actual collection can

then concentrate on a few designated "flights" to record the desired

information, saving both time and money.

Another application is training for image exploitation. From
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the tedious human assessment of detailed reconnaissance images to the

high speed machine interpretations of terrain following radar, image

exploitation techniques involve applying decision algorithms to

assess image characteristics. Training or evaluating both human and

automated analysts is limited by the availability of imagery

incorporating desired combinations of sensing geometry and

environmental conditions. Synthetic images can be used to depict

scenes normally restricted to actual collection and depict them under

various conditions. Therefore humans and machines can be presented

images which provide the needed challenge to their respective

capabilities.

3.1.2. Modeling of Environment

To create realistic synthetic images, all potential sources of

energy that may be directed into a sensor must be modeled. Of this

energy, only the region of the electromagnetic spectrum that can be

detected by a particular sensor must be accounted for. Even though

SIG techniques are useful for a variety of sensors sensitive to all

wavelengths, much of the related research focuses on electro-optical

applications in the 0.4 to 15.0 um region. The primary energy

sources within this region are solar and thermal emission.

As these energies propagate, they are potentially modified by

atmospheric and/or surface interactions. The extent of effects

depend on the relation between the wavelength of the energy and

molecular particle size making up the atmosphere or surface it

interacts with. As the molecular content of the atmosphere changes,
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so does the degree of scattering and absorption of radiation.

The surface interaction with energy is of primary interest because

understanding this provides an opportunity for exploitation.

(Lillisand and Kiefer, 1987).

According to the principle of conservation of energy, incident

energy onto a surface must either be absorbed, reflected, or allowed

to transmit. Since transmission is not a factor for the solid

surfaces of interest within a typical scene, the only options are

either reflection or absorption. Absorption is proportional to

emission if the surface is in thermal equilibrium with its

surroundings. Generally, the predominant surface interaction for

incident energy below 3 um is reflection. For longer wavelengths,

the predominant effect is absorption/emission (Lillisand and Kiefer).

Figure 3.1 displays the various energy interactions occurring

within a given scene. A scene will normally consist of solar energy

reflected from the surface, thermal energy emitted by the surface,

atmospheric downwelling energy, and atmospheric upwelling energy.

The upwelling and downwelling energy are a result of the atmosphere's

molecules scattering and emitting energy.

ATMOSPHERIC SCATTERING

SURFACE REFLECTION: ATMOSPHERIC EMISSION

SURFACE EMISSION

Figure 3.1 Energy interactions within a scene

Page 7



The bulk of published work regarding operating SIG models

focuses on the thermal infrared region (8 - 15 um) in support of

research on infrared sensors for defense and resource management

applications. Within this region the solar surface reflection is

vanishingly ý .-iall compared to surface emission. Some SIG models will

also operate within the midwave IR region (3-5 um) where both surface

reflection and emission are equally important. However, these

simulations are usually restricted to night to avoid the solar

reflection effects. Raqueno, et al provides a good review of

existing IR based models.

This proposal focuses on the 0.4 - 1.0 um range. This region

will be referred to as the visible region, even though the human eye

is only sensitive 0.4 - 0.7 um. The sensitivity region of many

silicon based charged couple device (CCD) sensors is defined by this

wider range. Within the visible spectrum atmospheric effects and

surface absorption are minor. Therefore, reflectivity is the primary

source of energy interaction and effective visible SIG modeling is

dependent on proper treatment of its effects.

3.1.3 Ray Tracing and Radiosity

Prior to reviewing reflectivity, a brief look is made of how

many SIG models account for the interaction of energies within a

scene. Comprehensive treatments of energy propagation are generally

complex, cumbersome algorithms created for theoretical purposes and

not meant for practical use. Therefore, early SIG models relied on

relatively simplistic methods. However, with dramatic increases in

computer processing power in the 1980's, development efforts have
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focused on providing practical methods of applying complex

theoretical energy propagation algorithms. Two such methods are ray

tracing and radiosity (Goral, et al, 1984).

Ray tracing is a backward reconstruction process that determines

the energy reaching a sensor's pixels by casting rays into the scene

and "back tracking" until all energy sources are accounted for. In

the simplest case, a ray that encounters an object is redirected by a

mirror-like reflection. Figure 3.2 shows a few simple rays. This

method is restricted in that it employs point sampling of energy

contributions along the ray. Outside the ray vector, the energy

contributions are approximated by constant ambient terms. This

results in some loss of differentiU-l energy source information which

may result in inability to adequately simulate detail within areas

such as shadows. A complete discussion of ray tracing is presented

by Bouville and Bouatouch (1991).

Figure 3.2 Sample rays within ray tracing

Radiosity is a method which decouples the calculation of energy

leaving the surfaces within a scene and the propagation of the
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energies to the sensor. First, the energy leaving the surfaces for

the entire scene are determined through illumination and reflectance

calculations. All objects are considered diffuse and inter-object

illumination is determined by geometric relations between the

objects. After this, the energy reaching the sensor is assessed from

any particular view angle. The appeal of this process is that the

"...environmental intensity information can be preprocessed and

subsequently used for multiple views." However, due to this large

preprocessing cost, radiosity is limited to static scenes. Also,

only diffuse scenes can be generated and the final image is only as

accurate as the degree of discretization within the scene model.

(Greenberg, 1989).

Since this study i5 concerned with practical application of both

specular and diffuse reflectivity characteristics, direct ray tracing

approaches will be emphasized.
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3.2 Reflectivity Review

In general, reflectivity is the scattering phenomenon of

incident energy by a surface. Different terms are used to describe

the relation between incident and reflected light. Uniformly

incident energy is defined as the incident irradiance (Ei) with units

of Watts per meters 2 . The radially reflected energy from a point on

the surface will propagate over a range of angles and is defined as

the reflected radiance (Lr) with units of Watts per meters 2 per

steradian (Nicodemus, 1965). These terms are depicted in figure 3.3.

The surface characterization relating the reflected energy into the

entire hemisphere to the total incident energy is defined as the

Reflectance (R) and has no units (Lillisand and Kiefer). For most

surfaces, reflection will attenuate the energy due to absorption.

Ei Lr

Figure 3.3 Incident irradiance (Ei) and reflected radiance (Lr)

An intuitive characteristic of reflectivity is that it varies as

a function of incident and viewing angles. According to Schott, et

al (1990), "data aquired at fixed illumination angles indicate that

common backgrounds can vary in their reflectance factors by 100 to

400 % for view angles 'ranging from nadir to 75 degrees off nadir."
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For most modeling applications, the geometrical dependence of the

reflectance is an important consideration and therefore the basic

definition of reflectance is usually insufficient. Feng, et al

(1992), characterizes this geometric reflection phenomenon as the

Bidirectional Reflectance Distribution Function (BRDF). BRDF is

defined as the ratio of the reflected radiance to the incident

irradiance within a small solid angle. This relation is depicted in

equation 3.1 and figure 3.4.

BRDF (Lr) / (Li cosOi di) = Lr/Ei (3.1)

figure 3.4 Geometric relations of BRDF

To characterize a surface's BRDF at a particular geometry,

botL the incident irradiance and reflected radiances would

need to be known. These values are difficult to measure

simultaneously with a typical laboratory set-up. Therefore another

quantity is often used to characterize a surface reflectivity. This

is the bidirectional reflectance factor (BDRF). The BDRF is the

Page 12
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"ratio of the radiant flux actually reflected by a sample surface to

that which would be reflected into the same reflected beam geometry

by an ideal (lossless) perfectly diffuse (Lambertian) standard

surface irradiated in exactly the same way as the sample." This

unitless value is closely related to the BRDF as shown in equation

3.2 (Feng, et al, 1992).

BDRF BRDF (3.2)

The previous characterizations are very specific for a

particular surface in describing the "amount" of energy reflected.

Two other descriptions provide a more qualitative description of the

"dispersive" behavior of reflectivity. When reflected energy is

concentrated at an angle equal to the angle of incidence, but 180

azimuthal degrees away, it is referred to as specular reflection. An

ideal specular surface has a BRDF which is a delta function at the

reflection angle, and zero everywhere else. Diffuse reflection is

when the reflected energy is spread in all directions. The BRDF of

an ideal diffuse surface is equal at all view angles as described by

Lambert's law. Such a surface is also referred to as Lambertian.

(Sillion, et al, 1991).

in most real, nonideal surfaces, the dispersive behavior will be

a mixture of both specular and diffuse characteristics. As shown in

figure 3.5, the energy will reflect in all directions, but will build

up a concentration in the specular direction. The degree of

concentration will characterize surfaces as either more specular or

more diffuse in behavior. Torrence and Sparrow (1967) have shown
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that in some instances, "...a maximum in the distribution of the

reflected radiance occurs at an angle larger than the specular

angle." This off-specular peak has been observed in surfaces whose

RMS surface roughness is comparable to (or greater than) the incident

energy wavelength.

IDEAL SPECUlAR IDEAL DIFFUSE NONIDEAL

Figure 3.5 RGflectivity Characteristics
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3.3 Reflectivity in Existing Visible SIG Models

The majority of computer graphics literature discuss algorithms

that forgo proper radiometry. Those concerned with realism care more

about if the overall image simply appears correct, which can be

accomplished by various empirical methods. In fact, only four

operating SIG models were found to be concerned with creating

realistic, radiometrically correct images in the visible region. Of

these, all but one are infrared models that have been "extended" to

operate in the visible. The fundamental algorithms for these models

were probably designed to describe the nuances of thermal emissions

as opposed to those of solar reflections.

This section provides a brief overview of how these visible SIG

models treat surface reflection. The models are used in a variety of

applications whose requirements range from simple reflection

approximations to detailed characterizations. In general, the more

detailed models are slower to implement and require much more

knowledge of the object surfaces. The trade-offs must be considered

when rating the value of different siG models and their surtace

reflectance treatments. Both the application and general description

of reflection treatment is provided here.

Two "crude" treatments of surface reflectance are found in SIGs

developed by Texas Instruments and Photon Research. The Texas

Instrument application generates synthetic images to cieate a

database for testing automatic target recognition algorithms. These

algorithms primarily seek to make decisions based on the general

categorization of scene objects as distinguished from background.
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This categorization is mostly spatial with relative contrasts needed

to further discern relative objects. The general nature of the Texas

Instrument SIG model requires only a simple approximation of surface

reflection. Therefore all objects are simply assumed to b- diffuse

and total diffuse reflectance values are used (Lindahl, et al, 1990).

The SIG model implemented by Photon Research generates high

altitude earth background imagery and also requires only a simple

approach to surface reflectance. This model also uses a diffuse

reflectance value to determine the surface effects within a scene.

Justification for the simplistic approach is due to the high altitude

nature of the imagery which reduces the resolution. Within the large

ground sample spot size, the natural objects vary quite a bit and

obtaining actual reflectance• values would be futile (Reeves, et al,

1988).

The visible SIG model developed by the Georgia Tech Research

Institute generates more detailed images. A rendering method called

environment mapping is used which is described as a cross between

radinAzif- An v-rAy Ir-traing. As in radirosit-T, the energy leaving the

surfaces for the entire scene are precalculated. However, six

diffArent geometrical arrangements are considered, each using a

common specular reflectance value. These represent the energies

leaving the surface due to specular reflectivity. The energy leaving

the surface due to diffuse reflectivity are found by simply averaging

the six specular values. Final rendering is accomplished using ray

tracing techniques that interrogate the scene and apply the

appropriate specular reflected energy value plus the diffuse
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reflected energy. Thus only one reflectance value (which is

specular) is used for a particular surface (Cathcart, et al, 1990).

A visible SIG model that is based on a detailed characterization

of reflectivity exists within the Computer Graphics Program at

Cornell University. The reflectance model is an in-depth physics

based algorithm that has evolved over the past twenty years and

incorporates full BRDF effects. This model is refeienced by most

other journal articles foufid relating to visible SIG and reflectance

theory. An important aspect of Cornell's SIG model is that it

employs a combination of ray tracing and radiosity rendering methods

to capture the benefits of both techniques (Wallace, et al, 1987).

There are some limitations of the Cornell SIG model. The

detailed reflectance model may actually be too complex for many

practical applications. Also, the radiometry algorithm which governs

the ray tracing and radiosity does not incorporate many atmospheric

effects on a scene. It is these reasons that the Cornell SIG model

is primarily used to image scenes with highly controlled environments

which have a minimum number of objects and no atmospheric elements to

contend with (i.e. the production of quality indoor images of simple

objects). Such restrictions make the Cornell model unattractive for

synthetically generating remotely sensed images.
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3.4 Obtaining Reflectivity Values

An important part of SIG is actually obtaining the reflectance

values for a particular surface and various techniques exist to

generate this data. The most straight forward way is to actually

measure the complete set of BRDFs (or BDRFs). On the other extreme,

detailed, theoretically based, reflectivity models can be used. A

third method is to use a hybrid approach of actually measuring a

representative subset of reflectance values and then applying a model

which generates all other values of interest. The appropriate

technique to apply is one that balances out the required realism and

the need for a practical process. These three methods will be

discussed in this section.

3.4.1 Actual Measurements

Actually measuring BDRF values for a surface should provide the

most exact representation of reflectance. Feng (1990) describes how

this data is obtained by systematically measuring the reflectance at

various il..lumination. a................... viewing angle throughout the hemisphere.

However, there are trade-offs to consider when acquiring this degree

of precision.

First of all, the apparatus required to precisely measure the

BDRF is complex and expensive. This equipment must be capable of

adjusting the source, sensor and sample to emulate all possible

geometrical configurations. The entire system must be extremely

stable over the long pericl of time required for measurement. Also,

the sensor must be spectrally sensitive to adequately measure over
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the wavelength bands desired.

Additionally, a major impediment for practical measurement of

complete BDRF values is the large amount of data generated. Even if

the discrete measurements were spatially "spread out" and then

interpolated, the amount of data is enormous. For example, for only

one sample, if only five illumination angles were used, along

with 15 view angles, nine azimuthal angles, and three spectral bands,

the number of measurements would equal 5 x 15 x 9 x 3 = 2,025.

If resources were available for purchasing the necessary

equipment and then creating a fairly automated method of using it,

this method may be most appropriate for generating reflectance data.

However, for remote sensing applications, samples cannot be acquired

for all surfaces in the scene. The actual scene may be in a

restricted area or the scene may contain living surfaces such as

plant life whose reflective properties will change after removal.

Therefore many surface reflect" --s still need to be approximated

based on similar materials used in laboratory measurements. In many

instances this may indeed neutralize any original benefits.

3.4.2. Reflection Models

Use of models to predict reflectance values requires a thorough

understanding of actual surface characteristics. There are many

models available with varying levels of complexity. Like choice of

overall SIG model, the choice of reflectance model depends on the

degree of accuracy required for the application.

Early reflection models simply treated all surfaces as diffuse.
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However in 1975, Phong introduced a more realistic model to account

for the fact that more light is reflected in the specular direction.

This was accomplished by adding a specular reflection component (Rs)

to the simple diffuse component (Rd).

R = Rd + Rs (3.3)

For a mirror surface, this added component would only be found where

the scene geometry was such that the view angle equaled a source's

incident angle. Phong realized that most surfaces were not mirrors

and the specular component is more of a lobe which "falls-off" at

varying rates. He incorporated these lobe effects by modifying the

specular component with the cosine of the surface normal (N) and the

vector (H) bisecting the illumination-view angle (See figure 3.6).

To allow further empirical modification of the specularity, Phong

suggests taking this cosine function to some power (Magnenat-Thalman

and Thalman, -1987).

Rs' = Rs(cos a)-n (3.4)

figure 3.6 Phong model geometry
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While the Phong reflectance model is more accurate, it is still

heavily empirical. Blinn (1977) sought to overcome this by using the

less empirical Torrence-Sparrow model for the specular reflectance

component (Rs). While Phong treats the surface as a plane whose

orientation effected the specularity, the Torrence-Sparrow model

assumes the surface is itself a collection of small mirror like

facets. The specularity of the surface results from the orientation

of the the facets.

Rs = (D G F) I (cos u) (3.5)

where: - D represents the distribution function of the
facet normals which is statistically derived

- G is the attenuation due to shadowing and
obscuration(function of roughness parameters)

- F is the Fresnel factor of the surface, a
function of index of refraction

- a is the angle between the surface normal (N)
and the viewing direction (E), see figure 3.6

As mentioned earlier, a complex reflectance model was developed

at Cornell University by Cook and Torrence (1982). This heavily

theoretical model incorporates BRDF effects and still allows for

Overt empirical adjustment. The adjustment is provided by

characterizing a surface with percentages of specularity (s) and

diffuseness (d).

R = d Rd + s Rs, where s + d= (3.6)

The BRDF effects are incorporated into the specular component by

accounting for the solid angle (n) defined by the sensor and the

illumination angle (8) shown in figure 3.6.

Rs = (D G F) / u(cos a)(cos 8) (3.7)
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Also at Cornell, He, et al (1991) introduced a more accurate

model for reflectance based on physical optics. This model

has a third term that represents the spread and direction of the

specular lobe, as Phong tried to do empirically. This term is

referred to as the directional diffuse component (Rdd). These

components are displayed in figure 3.7.

R = Rs + Rd + Rdd (3.8)

000-- Wdont 51pcc~ar

-Idoal 1,11u-,o

figure 3.7 He, et al, light intensity distribution

Determining values for these terms require extensive calculations and

knowledge of such surface characteristic parameters as polarization

effects, complex index of refraction, RMS roughness, and

autocorrellation length. These components are fully derived in the

referenced journal article.

3.4.3. Hybrid Approach

Another method, developed by the Environmental Research

Institute of Michigan (ERIM), generates reflectivity values by

incorporating both measurements and modeling. In brief, the ERIM

method requires a small subset of BRDF data for a particular surface.

The BRDF for any geometric situation is calculated from a theoretical

reflection model using the BRDF subset and known surface parameters.

This reflectance model is very similar, although less complex, to
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that of He, et al. Particular BRDF values can be found without

having to measure and store large volumes of data or without having

the long processing time required for complex theoretical models

(ERIM BRL Report, 1974).

As mentioned, the ERIM reflectance model is very similar to the

models developed at Cornell. Like the Cook and Torrence model, it

consists of two components, surface (specular) and volumetric

(diffuse). Also, similar to the He, et al model, the volumetric

component is broken into Lambertian (ideally diffuse) and

non-Lambertian (directional diffuse). Furthermore, the model

accounts for the reflective dependency on polarization.

The actual subset of reflectance data used by the model

components is referred to as "zero bistatic" reflectance values.

Zero bistatic refers to the source-sensor angle being held near zero.

As shown in figure 3.8, the vector representing the source-sensor

location is at an angle 8n from nadir. This angle is incremented

from 0 to 90 degrees and BRDF values are recorded at each step. The

scan is performed twice. First, with the sensor and source at the

same polarization and then with sensor and source cross polarized.

SURFACE NORMAL

SOURCE
SENSOR

figure 3.8 Zero bistatic measurement geometry
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The surface component consists of variables similar to Cornell's

specular component. The main difference is the distribution of facet

normals for a particular geometry is represented by the difference of

the two measured bistatic values further modified by cosine factors.

The Lambertian volume component is similar to Cornell's ideal diffuse

component in that a single value is used for all geometries. It is

calculated by doubling the cross polarized zero bistatic value at

nadir, which is measured in only one polarization. The non-Lambertian

volume component is similar to Cornell's directional diffuse. The

height of the nadir peak of a material's cross polarized bistatic

scan is used to calculate this component value.

All three techniquez for generating BRDF values share a common

problem. They all rely on a material data base that may be difficult

to sufficiently populate. Furthermore, the material you are

assessing must be represented. Otherwise, the values for a similar

material will be used and any gains made by using these detailed

approaches may be lost.

This study develops a practical approach to generating

reflectivity values based on a simplified hybrid method. The actual

measurements will require quick, straight-forward, goniometric scans.

Deriving the appropriate reflectance values from the measurements

will be accomplished by emphasizing various segments of the data.

The theory behind this treatment incorporates many of the important

aspects found in all three techniques described above. Furthermore,

this approach is concerned with incorporating only those reflectivity

characteristics actually exploited by the SIG model.
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3.5 DIRS Lab SIG

This study will focus on modifying an existing infrared SIG

model to operate in the visible (0.4 -1.0 um) region to incorporate

some of the reflectance concerns discussed thus far. This SIG model,

described in detail by Raqueno, et al (1991), was developed by the

Rochester Institute of Technology's Digital Image and Remote Sensing

(DIRS) Lab and is referred to as DIRSIG. DIRSIG provides extensive

treatment of the solar, atmospheric, scene object, and sensor effects

for remotely sensed images.

The DIRSIG model consists of the following five submodels: scene

geometry, ray tracer, temperature generator, radiometry, and sensor.

Relevant scene input data include materials, weather, and atmosphere.

The submodels interact to create the final synthetic image as shown

in figure 3.9. Since this study evaluates only the radiance reaching

the "front end" of the sensor and is restricted to the visible

region, the sensor and temperature generator submodels will not be

discussed. A description will be given to the applicable portions of

the scene geometry, ray tracer, and radiometry submodels. Greater

detail on the submodels can be found in the referenced document.
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figure 3.9 Subinodel interactions Within DIRSIG
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3.5.1. Scene Geometry Submodel

The starting point for generating a synthetic image is the scene

geometry. This submodel uses a 3-D AutoCad model of the objects,

along with scaling and orientation algorithms, to create the desired

scene. The scene objects are subdivided into facets which make-up

the most basic element. Each facet is described by pointers to three

nodes (geometry, orientation, and attribute) which serve to link the

various properties designated by .the model builder.

AFACE

ATTRIBUT GEMTYORIENTATION

figure 3.10 Facet Subnodes

The geometry node defines the coordinates of the facet's points

as well as the normal vector from the facet plane. The orientation

node provides angle information regarding the orientation of the

facet normal with respect to the earth and sun. These two nodes

provide the data needed to trace the basic interaction of a

propagated ray. The attribute node contains additional parameters

that define the facet's physical properties (see figure 3.11). The

primary property for this study is the material code, which points to

a common materials database that can be accessed by any facet.

Figure 3.12 displays the types of information that can be assigned

to this database for use -by the overall SIG process: It is this

database that will contain the generated reflectance values that

determine the result of light-surface interactions.
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figure 3.11 Attribute Subnodes
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figure 3.12 Material Subnodes

3.5.2. Pay Tracer Submodel

The ray tracer submodel is tasked with retracing the paths of

photons reaching each sensor picture element: into the scene itself.

This allows for proper calculation of the radiance based on the

originating source and intervening scene interactions such as
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atmospheric absorption and material reflection. To perform this task,

the submodel also serves to coordinate the entire simulation process.

For an ideal tracing, each time a ray interacts with a facet,

secondary rays would need to be sent out in all directions. Each

secondary ray would determine the incoming energy to the facet from a

particular direction. The energy from each direction would then be

attenuated by a specific BRDF value based on the orientation of the

primary ray and each secondary ray. This ideal assessment of the

incident energy is depicted in figure 3.13.

figure 3.13 Ideal Ray Tracer Assessments

Although such an ideal scheme is feasible, there are reasons why

it is not practical. First, generating all the specific BRDF values

would require many resources as discussed in section 3.4. Thus, it

is unlikely that a materials database would ever be sufficiently

populated. Second, to fully exploit such BRDF phenomenon as sharp

specular peaks, a high density of secondary rays are required to

provide sufficient angular resolution. Assessing a high enough

density of secondary rays will be similar to integrating the incident

energy over the hemisphere, as shown in equation 3.9. Such a large

volume of primary rays may result in prohibitive processing time.

Lr= (Esi)(BRDF) +JLidmoiBRDF (3.9)
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For practicality reasons, the current approach by DIRSIG avoids

complete sets of secondary rays for each facet interaction by

assuming each material is either completely specular or completely

diffuse. If a surface is labelled as specular, then a secondary ray

is cast at the "specular" angle and assessed for incoming energy

content. If the surface is labelled as diffuse, then no secondary

rays are traced and the incoming energy is assessed from the

hemispheric downwelled radiance, effective solar radiance, and

applicable background radiances. These are depicted in figure 3.14.

The incoming energy in the specular case is modified by a view angle

dependant reflectance value, calculated from an angular emissivity

value. For the diffuse case, the incoming energy is modified by a

total diffuse reflectance value, also calculated from emissivity.

SPECULAR SURFACE DIFFUSE SURFACE
figure 3.14 Current Ray Tracer Assessments

For the longwave infrared region, it has been determined by Shor

(Raqueno, et al, 1991) that the maximum "depth" of ray-facet

interactions to be traced is two. Computations of rays beyond this

result in insignificant radiance contributions. No similar testing

has been done in the midwave infrared and visible regions, but the

same results will be assumed.
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3.5.3. Radiometry Submodel

The radiometry submodel actually calculates the radiance

reaching the front end of the sensor according to the interactions

described by the scene geometry and ray tracer submodels. The

ray-facet interactions are governed by the material characteristics

database. The ray-atmosphere interactions are provided by an

algorithm referred to as the spectral vector generation model (SVGM)

which was developed by Salvaggio, et al (1991).

SVGM is a modified version of another algorithm called LOWTRAN,

developed by the Air Force Geophysics Laboratory. "LOWTRAN models

the atmosphere as many individual layers, each of which exhibits

either pre-defined or user-specified meteorological conditions,

atmospheric composition of gases, aerosol type and specific

scattering phase functions, as well as sensitivity to global

position" (Raqueno, et al). The modified model provides DIRSIG with

such parameters as exoatmospheric solar irradiance, atmospheric

transmission, and downwelling sky radiance.

The SIG algorithms required to determine the radiance reaching

the sensor for each ray cast are straight forward. If the ray's

primary target is diffuse, the radiance is determined from an ideal

diffuse treatment using equation 3.10. If the ray's primary target is

considered specular, the radiance is found from an ideal specular

treatment using equation 3.11. In each case, the total radiance

reaching the sensor for any primary ray is found by adding the

atmospheric upwelled radiance. To further limit the extent of the

calculations, the background objects are always considered diffuse.
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The parameters required by these equations are either defined by

the material database, generated by another submodel, or calculated

by the SVGM. Table 1 provides definitions of these parameters.

Figure 3.15 illustrates the angles used in the equations. Figure 3.14

displays the four general interactions incurred by the ray tracer in

implementing the radiometry algorithm.

Sensor-TargctQP. I
*Normal

Target
Normal 0, E

*1 OSK
I S

OsT
S -T -- -- -- S-

6 acklcground

Sp tcular bounce,

Missed scene S • •' pecular bounce to sk

RCII.Cto RacygFoum

figure 3.16 Four general ray tracer interactions
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Diffuse ObjecLs:

L =Diffuse Component + Upw--1Icd Component

-(solar + downwe~lcd + background) (diffuse reflectance) (atin transmission) + iipwelled radiance

-[(Es/i) 'tr tI cos~s iF Ldsky + (I -F) ((Es/it) Ilb -Vl COSOb + F Ldsky) Rb(300)] R(00 ) T2(OE) + Lu(Ov) (3.10)

Specular Objects:

L =Specular Comnponent + Upwclled Component

(solart +V dowiwt~led + background) (specular reflectance) (atm transmission) + Lipwcllcd r-adiance

=[(Es/It) I'tr'l CMOsO + Ld(Osky) 'Cbsp + (Es/It) lPbT'C COSC~b Rb (Obt) (I - tbsp)]R(Ov) 'C2(OE) + 1-1(Ov0 (3.11)
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R(Ov) target reflectance , calculated from 1--C(Ov)

Rb background reflectance

L spectral radiance reaching front of the sensor

Ldsky downwelled spectral radiance due to scattering integrated over the skydome

Ld(Osky) directional downwelled spectral radiance due to scattering

Lu(Ov) upwelled speciral radiance due to scattering along the target-sensor path

Es/n exoatmospheric solar spectral radiance

TI atmospheric spectral transmission along the source - target path

T2(0v) atmospheric spectral transmission along the target-sensor path

tbsp transmission of an object in the target-sky specular bounce direction

I't target sun/shadow flag (1 or 0)

Ib background sun/shadow flag (1 or 0)

F shape factor, the fraction of the exposed skydome

es angle between the normal to the surface and the sun-target path

0sky angle between the nonnal to the earth and the specularly reflected ray from the
sensor to target cast.

Ob angle between the normal to the background and the target hit point

Obt angle between the normal to the background and the target hit point

0v angle between the normal to the target surface and the sensor-target surface path

OE angle between the normal to the earth at the target and the sensor-earth path

table 1 Definitions of variables in current radiance algorithm
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3.6. DIRSIG and Reflectivity

As stated, the current DIRSIG treatment of reflectivity allows

for either ideal specular OR ideal diffuse behavior. In reality,

most objects' reflectivities exhibit some mixture of specular AND

diffuse characteristics. The real reflectivities carry a strong

dependence on illumination and view angle that result in phenomenon

such as varied specular lobe width, backscatter peaks, and "grazing"

angle peaks.

When surfaces are treated as ideal, objects listed as specular

exhibit excessive energy reaching the sensor. Objects listed as

diffuse often exhibit too little. These effects have been observed

in two DIRSIG studies evaluating performance in the thermal infrared

(Rankin, 1992) and midwave infrared (Mason, 1993). It is intuitive

that these same problems will exist in the visible region.

With the DIRSIG algorithm designed for operation in the thermal

region, the reflectivity values are actually derived from a surfaces'

angular hemispheric emissivities. The angular hemispheric emissivity

values are dependent on view an.gle only. However, the desired

reflectivity is a function of both view angle and illumination angle.

Therefore, the conservation of energy law should not apply for BRDF

values and angular hemispheric emissivity. A different technique of

deriving reflectance values will obviously need to be applied for

operation in the visible region. The derivation and application of

such a technique will be addressed by this study

Page 35



4.0 Approach

The objectives of modifying the DIRSIG radiance algorithm with

regards to reflectance and evaluating its performance in the visible

region, are to be accomplished by the following tasks:

- Practically modify the radiance algorithm

- Obtain ground truth image data

- Generate reflectance data for use by the modified algorithm

- Generate synthetic images using the modified algorithm

- Compare synthetically generated images against ground truth
images to evaluate the model's performance

4.1. Modified Radiance Algorithm and Associated Reflectance Values

Practically modifying DIRSIG's treatment of reflectance demands

the new technique to be simple to implement. The two areas of

interest are the overall radiance algorithm and the characteristic

reflectance values used by the algorithm. Easy implementation will

be realized if the same basic rendering method is retained.

Therefore, ray tracing will still be employed to determine the

reflected radiance from ideal diffuse and ideal specular surfaces.

The major changes will focus on how the radiance algorithm uses the

information from the ray tracing and what reflectance values are

employed. Minor changes will be recommended on handling solar

effects, as well as illumination from a background object.

4.1.1. Radiance Algorithm

As stated, the model assumes each surface is either ideally
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specular or ideally diffuse, and uses view angle dependent

reflectance values calculated from angular emissivities. However,

the modified radiance algorithm will consider each surface as having

both specular and diffuse reflectivity characteristics. These

characteristics will be represented by two view angle dependent

components, Rs and Rd, which are based on actual laboratory

reflectance measurements. The support for this treatment is

described in section 4.1.4.

The diffuse radiance components will be computed using ray

tracing techniques identical to those used currently for diffuse

objects. The specular radiance components will also be calculated

using similar techniques to those used currently for specular

objects. These two radiance components will simply be added to find

the total radiance reflected from the target surface. The total

energy reaching the sensor for a particular primary ray is found by

adding the appropriate atmospheric upwelled radiance to this sum.

The modified algorithm is given in equation 4.1. and the new

variables are defined in table 2.

An exception for the specular component involves the treatment

of incident solar energy. The effects of the sun are considered the

same for each surface type, irrespective of what azimuthal plane it's

rays follow with respect to the sensor-target plane. This is

inappropriate in the visible spectrum due to the bidirectional

dependence on reflectivity. Therefore, the modified DIRSIG will

treat the solar effects differently for the diffuse and specular

components. For the diffuse, the effects will be treated as before,
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modified by the diffuse reflectance component. .'or specular, if the

secondary ray actually intersects the sun, withini some predefined

solid angle, the solar effect is included as modified by the specular

reflectance component. If no intersection is made, then the specular

component is omitted. An attempt will be made to address the

validity of this assumption by analyzing complete BDRF data.

Besides addressing the treatment of the primary object's

reflectivity, a change is proposed on how the basic DIRSIG algorithm

treats the effects of the illumination from a background object.

Currently only the reflection of solar illumination from a background

is accounted for. The reflection of the downwelled radiance of the

sky as an illumination factor should be included as well. When the

sun is no longer illuminating the background, the sky radiance may

still be sufficient enough to be a factor. Note that the background

object is still always considered diffuse to limit the extent of the

calculations. This limitation effects only a small percentage of the

overall radiance and thus only adds a small percentage of the error.
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Modified Algorithm

L = Specular Component

"+ Diffuse Component

"+ Upwelled Component

= ((solar + downwelled + background) (specular reflectance)

"+ (solar + downwelled + background) (diffuse reflectance)) atm transmission

"+ upwelled radiance

= [ (EsV) I's TI cos0s + Ld(Osky) tbsp + ((Esfh) Ib Iti cosOb + F Ldsky) Rdb(Obt) (I - tbsp)] Rs(Ov)

+ [ (Es/) rt T 1 cosos + F Ldsky + (I-F) ((Es/X) I'b t; cosOb+ F Ldsky) Rdb(Ob%] Rd(OV) } T2(OE)

+ Lu(Ov) (4.1)
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Rs(0V) specular component of the angular dependent reflectivity

Rd(Ov) diffuse component of the angular dependent reflectivity

Rdb(Obt) diffuse component of the angular dependent reflectivity of the background

L spectral radiance reaching front of the sensor

Ldsky downwelled spectral radiance due to scattering integrated over the skydome

Ld(0sky) directional downwelled spectral radiance due to scattering

Lu(Ov) upweUed spectral radiance due to scattering along the target-sensor path

Es/It exoatmospheric solar spectral radiance

tI atmospheric spectral transmission along the source - target path

'T2(0v) atmospheric spectral transmission along the target-sensor path

'tbsp transmission of an object in the target-sky specular bounce direction

I't target sun/shadow flag (1 or 0)

I'b background sun/shadow flag (I or 0)

its specular incidence/sun intersection flag (I or 0)

F shape factor, the fraction of the exposed skydome

Os angle between the normal to the surface and the sun-target path

esky angle between the normal to the earth and the specularly reflected ray from the sensor to
target cast.

Ob angle between the normal to the background and the target hit point

Obt angle between the normal to the background and the target hit point

Ov angle between the normal to the target surface and the sensor-target surface path

0)E angle between the normal to the earth at the target and the sensor-earth path

Table 2 Definitions of variables in current radiance algorithm
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4.1.2. Reflectivity Components

The characteristics of the specular and diffuse reflectance

components should exploit how they are employed within the ray tracer

and radiance algorithm. The variations of reflectance due to the

illumination and viewing angles demand some degree of geometric

dependence be represented in the component values. However, the

techniques used to interrogate the scene and calculate the radiance

put primary dependence on the sensor view angle. In the specular

technique, only the energy incident at the ideal specular angle with

respect to the view angle is assessed. All other incident energy is

assessed by the diffuse technique, which determines the reflected

energy incident from the entire hemisphere, for that particular

sensor location. For these reasons, the reflectivity components will

be view angle dependent.

The radiance algorithm will use the two components to

represent the respective percentages of energy reflected to the

sensor. In theory, these components are considered complimentary

within the total reflected energy, at a view angle. In other words,

Rd(ev) + Rs(ev) = R(ev).

4.1.3. Generation of the Reflectivity Components

The true challenge is generating these view angle dependent,

reflectivity components for a particular surface. Unfortunately, the

literature doesn't contain reflectance models describing reflectivity

as it is required by DIRSIG. However, the fundamentals followed by

the ERIM hybrid approach will be applied in a general way.
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The ERIM method will generate a BRDF value by applying a small

subset of polarization dependent BRDF measurements and known surface

parameters to a theoretical reflectance model. In contrast, the

proposed method will generate view angle dependent, reflectance

components (diffuse and specular) by interpolating within a view

angle dependent reflectance component database. This component

database will be created by applying a series of simple, unpolarized,

in-plane BDRF (not BRDF) measurements to a number of assumptions

and/or approximations. This highly empirical approximation method is

much. less stringent than ERIM's. However, ERIM's goal was to

determine actual BRDF values and our goals are to create view angle

dependent reflectivity components that will incorporate many

important reflectivity effects.

The in-plane BDRF measurements will be accomplished using the

DIRS Lab's BDRF apparatus and techniques (Feng, 1990). Each scan

will accommodate a particular bandpass and illumination angle

(75 to 0), while scanning the view angles (-8 to 90 to +8).

Therefore, 20 in-plane scans would be done per material, each scan

having 11 measurements.

bandpass (blue,green,red,NIR) 4

illumination angle (8,30,45,60,75) 5

view angles (8,30,45,60,75,90,-75,-60,-45,-30,-8) 11

Each of these in-plane scans will result in a profile as in

figure 4.1. The height of the pro ile at the non-specular lobe
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angles will be used to derive the diffuse components. The added

height of the profile at the specular angle will be used to calculate

the specular component. The size and shape of the lobe represents

the directional diffuse characteristics which will be incorporated

into the diffuse component.
R total

S.- 450

-90° -450 00 +450 +900

figure 4.1 In-plane reflectance profile (ilium angle = -45)

The desired database for a material's reflectivity components

will resemble the following table (in structure):

MATERIAL; TRUCK

BLUE GREEN RED NearIR
Ov Rd Rs Rd Rs Rd Rs Rd Rs

0.0 .44 .55 .44 .55 .44 .55 .44 .55
1.0 .55 .66 .55 .66 .55 .66 .55 .66
2.0 .58 .68 .58 .68 .58 .68 .58 .68
3.0 .60 .70 .60 .70 .60 .70 .60 .70
4.0 .61 .72 .61 .72 .61 .72 .61 .72
5.0 .63 .73 .63 .73 .63 .73 .63 .73

90.0 .86 .84 .86 .84 .86 .84 .86 .84
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Generating Rd(9v). Rd(ev) is the view angle dependent, diffuse

reflectance value component for a particular object. These values

will be determined as follows. For each illumination angle, the

reflectance value will be measured at each "non specular" view angle.

The values from all illumination angles measured for a particular

view angle will be averaged to provide an estimate of that view

angle's diffuse reflectance. This "weighted" averaging incorporates

the lobe width effects into the diffuse reflectance component values.

Incorporating effects of the lobe width better account for the

proportion of incident energy actually reflected to the sensor. If

energy is incident within the width of the specular lobe (located

opposite of the view angle), then more of that energy will be

reflected by the surface into that view angle. The surface with a

wider, more diffuse lobe, will have a larger amount of incident

energy diffusely reflected then the highly specular surface. This is

shown by looking at a theoretical "in-plane" reflectivity profile for

a particular illumination angle (see figure 4.2).

RtotaI MORE SPECULAR
.= 4 5 * MORE DIFFUSE
1

A

SI Sv
-9 0 0 -450 00 +450 +900

figure 4.2 In-plane reflectance profile (illum angle = -45)
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Generating Rs(Ov). Rs(ev) is the view angle dependent, specular

reflectance value component for a particular object. These values

will be determined as follows. For each illumination angle, the

reflectance value will be measured at the corresponding "specular"

view angle. In other words, for each ev, the value where the

illumination angle is equal to -8v. These 6 values will be

determined for 0 to 90 degrees and then symmetry will be assumed to

establish the values from 90 to 180 degrees. Finally, the value at

each view angle will be subtracted by that view angle's angular

diffuse value found previously. The resulting values are the

specular components of that view angle's reflectance.

What about materials not easily measured? In many instances,

samples of scene objects will not be conducive to laboratory analysis

and therefore in-plane BDRF values will not be available. A method

must then be established to generate appropriate view angle dependent

reflectance components. I propose that an ideal view angle dependent

reflectivity component curve be established for each of five

categories of reflectivity. These categories can be: highly

specular, mostly specular, combination of specular and diffuse,

mostly diffuse, and highly diffuse. For a given material, an

appropriate curve will be used which is shifted based on a total

diffuse reflectance value provided for the object. These curves will

be generated somewhat empirically based on the BDRF measurements of

the sample materials.
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4.1.4. Validity of Reflectance Generation Method

As stated, no established reflectance model exists to provide

the type of values required by DIRSIG. The method that will be

applied accounts for a majority of the effects described in the

Torrence-Sparrow, Cook-Torrence, and He, et al, models. These models

were theoretical and therefore concerned with "creating" the effects

from surface properties. Even ERIM focuses on generating the

reflectivity effects theoretically, since their actual reflectance

measurements only provide the degree of specularity for a surface.

This proposal's method relies directly on the reflectivity effects

displayed in actual BDRF measurements. The reflectivity effects are

therefore inherent in the data!

Many approximations were applied in describing how the

reflectance component database should be generated from the BDRF

data. Still, the important physical tendencies that characterize

reflectivity will be present. Any errors resulting from these

assumptions should fall within the magnitude of errors inherent

within practical use of DIRSIG. Under normal use, most of the

materials within the scene will not be represented in the database.

Therefore, a degree of error will be present from simply using

similar material type databases.

Most importantly, it is not a requirement to apply highly

accurate reflectance values to a practical SIG model used for remote

sensing applications. "The collection of BRDF data is not an end to

itself, but rather only one step in the understanding of the

radiative transfer of complex objects (targets and backgrounds) .... We
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must balance our consideration of BRDF (its accuracy, etc.) with

respect to the other parameters (sensors, backgrounds, atmosphere,

etc.) that also influence the performance of the exploitation

technology. BRDF measurements and models are important but represent

only one aspect of the exploitation technology that is our central

focus" (Arnold and Beard, 1989).
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4.2. Obtain Truth Data

The ground truth data for this study will consist of a series of

actual images of a scene collected from a fixed view angle over

varying solar orientations. The scene will be constructed at ground

level just outside the Chester Carlson building and will be imaged

from sensors located on the building's roof.

4.2.1. The Scene

The scene will be established to test the capability of DIRSIG

in addressing radiance-surface interactions. Figures 4.3 and 4.4

display diagrams of the scene set-up. The primary object groups are

the control panels, the shed/specular panel, and the truck/blacktop.

The diffuse control panels will provide a standard within the scene

and are located at an angle normal to the sensor. The shed front is

diffuse and divided into two highly contrasting grey levels. This

contrast surface is placed directly behind a flat specular panel to

provide a good area to observe background interactions. The truck

and blacktop combination will allow for observing shadow interactions

as well as background effects. The other objects are in the scene to

provide pertinent data to a separate validation study of DIRSIG's

thermal infrared capabilities accomplished concurrently. These

objects will also be used, were appropriate, to assess DIRSIG's

visible region capabilities.
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figure 4.3 top view diagram of scene
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figure 4.4 side view of scene
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4.2.2. Image Collection

The images will be detected with a CCD monochrome frame transfer

sensor and then digitally stored. A series of four filters will be

cycled through to pass only certain bands within the visible

spectrum:

blue 420 - 520 nm
green 500 - 580 nm
red 600 - 750 nm
near IR 740 - 1000 nm

Images will be collected in all four bands every 30 minutes from

sunrise until sunset to provide a variety of solar illumination

angles.

4.2.3. Associated Environmental Data

Besides the actual image data, two atmospheric measurements will

be taken concurrently to allow comparisons with derived values by the

DIRSIG model. Downwelled radiance measurements will provide both

hemispheric and directional downwelled radiance values to compare

with DIRSIG. In-scene radiance measurements will provide

scene-to-sensor upwelled radiance and atmospheric transmissivity for

comparison purposes.

A series of directional downwelled radiance measurements will be

made over the sky using a linear array spectrometer located on the

roof. Readings will be recorded at nadir plus 6 different elevations

each along the north, south, east, and west. These 25 readings will

be integrated to provide an estimated value of the hemispheric

downwelled radiance during the collection for each. of the four
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wavelength bands of interest. Estimated values of the directional

downwelled radiance within each of the four bands can be obtained by

interpolating the 25 readings.

In-scene radiance measurements will be recorded for each of the

grey level and RGB panels using a simple radiometric detector. A

series of four filters identical to the CCD camera filters will be

cycled through for each panel. The intent of this measurement is to

collect the radiance as close as possible to the object without

blocking a significant amount of illumination. These radiance

measurements will be used in conjunction with the concorrent image

radiance values for the panels to calculate scene-to-sensor upwelled

radiance and atmospheric transmissivity for each of the four

wavelength bands. Figure 4.5 shows the relationship between the

radiance reaching the sensor, the in-scene object radiance, the

upwelled radiance, and the transmissivity.

Lr

figure 4.5 Radiance reaching the sensor

Two other sources of environmental, data will be acquired to

provide relevant input to DIRSIG. These are radiosonde data from the

Buffalo NWS and weather data from the Rochester NWS. The radiosonde
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data provides an atmospheric profile which includes temperature,

pressure, and dew point at various elevations. The weather data

provides a source of local weather history to relate to any possible

anomalies observed in the ground truth images.

4.2.4. Equipment Calibrations

When DIRSIG is run, the output will provide digital counts at

each pixel which represent the absolute radiance reaching the front

of the sensor. The digital counts stored for the truth data images

represent the relative radiance reaching the detector. Therefore, in

order to compare the images, the truth data digital counts must be

calibrated against a known source to account for the camera and allow

transformation to absolute radiance reaching the front of the sensor.

The calibration will be set-up using a known source, a series of

neutral density diffuse filters, the appropriate wavelength band

filters, and the camera system all aligned on an optical bench.

Average pixel digital counts are then recorded for each known

radiance level exposed to the front of the camera system. The known

radiance levels are produced using the standard source, stepwise

attenuated with the neutral density filters. To assess chis

calibration, it is very important to know exactly what the radiance

is reaching the front of the sensor. Thus, the attenuation effect

from the filters between the standard source and the sensor must be

adequately known.

A relationship between pixel digital count and radiance at the

front of the sensor will be established by linear regression.
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Considerable attention will be put into manipulating this data

correctly to ensure a proper relationship is found. This

relationship will be very crucial in making an accurate comparison.

If the relationship does not appear adequately linear, then

statistical tests will be performed to measure the linear

relationships strength.

A similar calibration will be performed on the portable QED

radiometer. The radiometer output represents relative radiance

reaching the detector. The calibration will allow this data to be

transformed into absolute radiance reaching the front of the

detector. Therefore, the transformed data can be used to calculate

the scene-to-sensor upwelled radiance and transmissivity as described

previously.

The photoresearch array spectrometer used in measuring the

downwelled radiance, provides accurate absolute radiance values and

will be precalibrated.

4.3. Reflectance Measurements

In order to run the DIRSIG software, a database of angular

reflectivities are required for each material type of interest within

the scene. The main problem with such a data base is that it doesn't

exist! For completeness, I'll measure both the diffuse reflectance

and the complete hemispheric bidirectional reflectance for

appropriate object samples.

The diffuse reflectivity of each sample will be measured using a

spectrophotometer and integrating sphere. The spectral output
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consists of 5 nm increments from 350 - 900 nm. The output is only

available in a graphical form, thus the band pass values will have to

be interpreted.

The full bidirectional reflectivity of each sample will be

measured using a modified goniospectrometer as described by Feng

(1990). This data will be measured for each wavelength channel since

the same filters used by the CCD camera will be used for the BDRF

detector. In fact, the detector used will be the same QED used to

measure the in-scene radiance.

For the sample of the automobile, it will be impractical to

bring a portion into the laboratory. Thus, a sample with similar

characteristics will be constructed and this sample will be measured

as described above for diffuse and bidirectional reflectance. A

relation between the sample and the actual truck will hopefully be

established by measuring the diffuse reflectivity of the truck with a

portable spectrometer and integrating sphere. The spectral output

consists of 10 nm increments from 400 - 700 nm. A degree of

extrapolation will need to be performed for the 700 - 1000 nm region.

4.4. Generation of Synthetic Images with Modified DIRSIG

Generate synthetic images of the ground truth scene with the

modified DIRSIG model. To adequately evaluate the performance of the

model, the following will be accomplished:

Match as closely as possible the geometry and dimensionality of
the scene model with the actual scene
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Include the object reflectance values generated as described

Include the appropriate atmospheric data

Generate a series of images from sunrise to sunset to allow
evaluation of many different solar illumination effects

4.5. Evaluate Performance

The main objective of this evaluation is to assess the

light-surface interactions. Many other parts of the model, such as

ray tracing and atmospheric simulation, have already been validated.

Most image generator errors are image-wide, object independent

anomalies. These types of errors are of interest and will be

discussed. However, the object surface reflection errors are of

primary interest. These errors may result in severe image

degradation such as saturation or contrast reversal.

The assessment will be accomplished by both a qualitative and

quantitative evaluation. The qualitative assessment will discuss how

well the model handled various physical interactions within the

scene. All images generated from sunrise to sunset will be used.

The quantitative assessment will focus on the subset of the generated

images which have associated high quality ground truth images. The

values of per pixel radiance reaching the sensor for a given object

will be compared between'synthetic and control images.

The quantitative assessment will include an attempt to separate

the model errors due to calculated atmospheric data and those due to

the treatment of the reflectance. An estimate will be made of the

percentage of error in the radiance calculations caused by the

model's calculation of the downwelled radiance, upwelled radiance,

Page 55



and atmospheric transmission. This will be accomplished by comparing

the model's Lu, Ld, and T to those measured during the collection.

The total error contribution of non reflectance effects can be

determined via Beer's Law analysis (Beer, 1957). Removal of these

sources of error will allow the reflectance error to be better

evaluated.

The relative surface reflectance errors will then be assessed by

plotting the synthetically generated pixel digital counts verses the

calibrated ground truth pixel digital counts. A linear regression

will be performed on the relation and plotted along with a "unity"

line. If the data falls randomly about unity as in figure 4.6, these

variations will be due to the errors in the treatment of surface

reflectance. If the data points deviate from unity, as in figure

4.7, then there is some type of linear error. Such error will most

likely be from calibration, since the effects of atmospheric

transmission and upwelled radiance should be relatively small. To

compensate for this error, the original synthetic pixel digital

counits will 1Be transformed through the regression line and then

replotted against the truth data. This will remap the variations

about unity as previously described, without inclusion of calibration

error effects.

Another possible assessment for the degree of reflectance error

can be made by looking at the validity of certain assumptions used in

generating the reflectance components. For this, the fuli-BRDF data

of various sample objects can serve as the ground truth for. Note,

the generated reflectance component values do not represent the same

Paoe 56



combination of effects as the measured full-BRDF values and therefore

shouldn't be directly compared to each other.

DCtruth 
/

SDC DIRSIG

figure 4.6 Synthetic DC verses Truth DC with linear error

l;truth

DGDIRSIG

figure 4.7 Synthetic DC verses Truth DC vjith no linear error
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Qualitatively, the most important feature will be how well the

relative contrast effects within the scene were handled by the model.

For instance, the light and dark panels of the shed should be correct

when viewed directly, or when viewed within the specular reflection.

Other qualitative effects, like specular glint, can be described when

viewing the images side-by-side. The assessment of these effects

will be made at each of the particular spectral bands to determine

relative capabilities. However, the overall realism for the visible

image can further be determined by comparing combination images

created by adding together the red, green, and blue images.
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5. SUMMARY

This study focuses on operation of the RIT DIRSIG model within

the 0.4 to 1.0 um wavelength region. Modifications will be made to

DIRSIG's treatment of radiance-surface interactions and then the

model output will be assessed. The modifications will involve

altering the radiance algorithm as well as identifying more realistic

material reflectance values. The performance evaluation will be

accomplished by collecting truth data from an actual scene and

comparing it to data from a synthetically generated image of the same

scene. This evaluation will serve as a first overall assessment of

the model's performance in this wavelength region and is intended to

set the groundwork for future enhancements.
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6. TIMETABLE

92 93
May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun

Dev New Methodx x x x x x x x

Obtain Truth x x x x x x

Obtain Reflec x x x x x

Apply New Method x x x

Findings x x x

Write Thesis x x x
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